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Abstract. Data analytics projects have become a common accomplishment in 

many enterprises. However, establishing a data analytics project requires 

consideration of many factors that are not always recognized at the very 

beginning of the project. This study seeks to identify what generic requirements 

must be defined for data analytics projects and what analytics project attributes 

need to be addressed by these requirements. It proposes a requirements template 

for the generic requirements of the analytics projects. The template is intended to 

be used to reduce the complexity of starting the analytics projects by providing a 

checklist of requirements to be considered at the beginning of the project. The 

template is derived from analyzing 16 data analytics project reports for 

descriptive, diagnostic, predictive, and prescriptive analytics tasks. The template 

is then validated by analyzing its compliance with 20 analytics projects within 

the real estate domain using the corresponding research articles. 

Keywords: Requirements, Data Analytics, Requirements Template, Real Estate 

Analytics. 

1 Introduction 

Data analytics is the field of study that systematically analyzes real-world systems using 

mathematical and statistical techniques on data that represents the systems in question [1]. There 

are several classifications used to differentiate data analytics projects [1], [2], [3]. In this work, we 

have applied one of the most common classifications [1] with the following four types of analytics: 

1. Descriptive Analytics: Utilizes data to depict a system’s or object’s past states. 

2. Diagnostic Analytics: Engages with near real-time data to explore a system’s or object’s 

current states. 

3. Predictive Analytics: Aims to forecast a system’s or object’s future states by predicting 

potential events. 

4. Prescriptive Analytics: Based on anticipated future events, seeks to determine future courses 

of action. 
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All four analytics types are considered to ensure that the created generic requirements template 

would apply to most analytics projects.  

When seeking the generic requirements template, in this research, the following analytics project 

phases were considered to structure the requirements template: 

1. Initiation: The project’s outset involves stakeholders defining goals, project plans, and initial 

requirements. 

2. Acquisition: Involves gathering data from diverse sources and transforming it into an 

analyzable format. 

3. Analysis: Application of data analysis techniques to glean insights from the acquired data. 

4. Presentation: Conveying insights generated during analysis to project stakeholders. 

The requirements defined in the initiation phase influence the rest of the data analytics project. 

Therefore, it is essential to have a full set of requirements to ensure that the phases that follow are 

as smooth as possible. Establishing such requirements from scratch may require dealing with high 

complexity due to the diverse issues to be considered and the ambiguity in stakeholder 

expectations regarding the results [4]. To lower the level of complexity, this article aims to 

establish a generic requirements template for data analytics projects. The template is elicited by 

analyzing already accomplished data analytics projects so that their commonalities can be 

transferred into a generic requirements template applicable in the initial phases of data analytics 

projects to aid with the definition of project requirements by providing a checklist of the minimum 

list of requirements that need to be defined to complete a data analytics project. Using the template 

would allow the analytics project team to gain a running start in the requirements engineering 

process in the data analytics project.  

The ISO/IEC/IEEE International Standard – Systems and software engineering – Life cycle 

processes – Requirements engineering, in ISO/IEC/IEEE 29148:2018(E) [5] defines a requirement 

as a statement that translates or expresses a need and its associated constraints and conditions. In 

data analytics projects, a special emphasis should be placed on defining the constraints that relate 

to a data analytics project, such as what data sources, datasets, software, tools, and visualization 

means can be used within a specific analytics project [2]. Given this unique nature of constraints, 

it is important to respect their impact on requirements engineering for data analytics projects. 

Therefore, in this article, the requirements are considered in relation to different analytics project 

attributes that were amalgamated based on research articles (e.g., the data sources used in the 

analytics projects and the algorithms used in the project for data analysis). This relation to the 

analytics project attributes ensures that the requirements template aids users when defining 

requirements by considering as many aspects of the analytics project as possible in the initiation 

stage of the analytics project. Building the requirements template based on the analytics project 

attributes also enables the standardization of key information relating to analytics projects, 

allowing for easier knowledge reuse.  

This article extends a previously published work by the authors [6], where only two types of 

analytics were considered. The research method is discussed and demonstrated in Section 2. The 

proposed templates for each type of analytics project separately and as a common template are 

presented in Section 3. Section 4 discusses the validity of the template through the analysis of real 

estate analytics project attributes of 20 real estate data analytics projects. Section 5 briefly 

concludes the article. 

2 Research Method 

To identify generic requirements for analytics projects, we employed a bottom-up approach, 

consisting of two main steps: 

1. Analysis of Analytics Project Cases: Initially, we scrutinized research articles documenting 

various analytics projects to delineate project-specific requirements. 
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2. Derivation of Generic Requirements: Based on the project requirements identified in the first 

step, we extrapolated generic requirements to encompass commonalities across all projects. 

Each type of analytics (descriptive, diagnostic, predictive, and prescriptive) was represented by 

the analysis of four projects, with a fifth project serving to validate the findings. 

The analysis of data analytics cases involved a meticulous review of research articles detailing 

these projects. We identified sentences or phrases within these articles that defined specific 

processes or products within the analytics projects. These product or process definitions served as 

the basis for inferring potential project requirements. Each such project requirement was denoted 

as “Pro requirement” followed by a specific numbering convention. For instance, Pro requirement 

4.2 indicates the second project requirement derived from case number four. We ensured 

traceability by including text from the relevant research articles within these project requirements. 

Subsequently, we derived generic requirements from the defined project requirements. These 

generic requirements served as overarching guidelines applicable to all analytics projects. We 

validated these generic requirements by ensuring that project requirements satisfying the defined 

generic requirements could be identified in subsequent analytics project cases of the same type. 

Additionally, a final fifth project was used to validate all previously defined generic requirements. 

To maintain traceability throughout the methodology, each generic requirement was assigned a 

specific number. A generic requirement retained the same number as the first project from which 

the requirement was derived. 

The generic requirements were validated based on analytics project attributes (Table 1) that 

represent various aspects of analytics projects, such as data sets used, data sources, etc., ensuring 

that generic requirements define necessary constraints relating to projects. The attributes were 

acquired from a total of 21 research articles that stated (as is the case with [1]) or allowed to derive 

the attributes (as is the case with [7]). The generic requirements defining the values for analytics 

project attributes also aided in standardizing the analytics project information format allowing for 

easier reuse of knowledge which was discovered in other research works that utilized the analytics 

project attributes. 

Table 1. Analytics Project Attributes 

 

Analytics 

Project 

Attribute 

Potential 

(example) Values of 

Attributes 

Source Comments on the Attribute 

Project 

Context/ 

Field 

Business  
[7] 

This attribute refers to the problem domain within which the data 

analytics project is being carried out. Biomedical  

Object/ 

System/ 

Measure of 

Interest 

Health care [8] 
This attribute defines what object(s) or system(s) the analytics 

project is concerned with. 
Geothermal Energy [9] 

Analytics 

Type 

Descriptive  

[1]  

Defining the type of analytics that is being carried out within the 

project is very important, especially for the analysis phase of the 

project, since the goal of the project relates to the type of 

analytics. 

Diagnostic  

Prescriptive  

Predictive  

Project 

Documenta-

tion 

Data Dictionary [10] The documentation that is provided can change the amount of 

detail an analyst provides on things that relate to company data, 

available resources, and expected results. Data Flow Diagram  [11] 

Data Types 

Used 

Numeric Data  [12] 
The types of data that are used with any analytics project can be 

placed into one of these categories, regardless of the format. The 

type of data used within a project can affect factors such as the 

types of analytics methods that will be used as well as the 

possible visualization methods. 
Textual Data [13] 
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Table 1. Continued 

 

Analytics 

Project 

Attribute 

Potential 

(example) Values of 

Attributes 

Source Comments on the Attribute 

Datasets 

Used 

Training Dataset 
[14] 

Whether or not the datasets used in the analytics project exist 

already or need to be created by collecting data from different 

sources changes the work required within the data acquisition 

phase. The dataset used can have various features that impact 

how the analytics will be carried out. In the context of machine 

learning models, the train and test data sets need to be defined.  Testing Dataset 

Data 

Source(s) 

Corporate Websites 

[15] 

The source from which data is collected affects the data 

extraction methods that are required, as well as how external 

factors, such as data privacy laws, affect the analytics project. 

Social Networking 

Sites 

Search Engines 

Data 

Extraction 

Technique 

Web Wrappers [16] 

The technique used to extract data is dependent on the form of 

data that is extracted and who or what data is acquired from. This 

makes the data extraction process a large part of the data analytics 

project. 

Data 

Integration 
Record Linkage [17] 

If there are multiple sources of data, then data integration might 

be necessary to combine them into a single dataset. 

Analysis 

Technique/

Method/ 

Methodo-

logy 

Correlation Analysis 
[7] 

The technique of analysis being performed impacts most aspects 

of the analytics project and vice versa. Therefore, the selection of 

the analysis techniques used in the project and the definition of 

the chosen technique are essential for the success of the project.  

Regression Analysis  

Text Analysis [13] 

Analysis 

Tools/ 

Software 

Pandas (library) in 

Python 3 

(Programming 

Language) 

[18] 

The tools that are used to carry out the analysis change the nature 

of the analytics project similar to the selected analysis technique. 

A good demonstration of this is how the software will affect 

“Data types used” because different tools have different inbuilt 

data types, as well as rules regarding how those data types can be 

manipulated. 
Hadoop [19] 

Model(s) 

Used for 

Analysis 

WaterGap Model [20] 

This attribute relates to preexisting mathematical or statistical 

models that will be used to carry out the analytics. The models 

represent real-world entities/events and can be used to analyze 

these entities/events. 

Algorithm(s) 

Used for 

Analysis 

SVM  
[21] 

Many algorithms can be utilized in analytics such as K-means 

and decision trees. These algorithms can be used to analyze or to 

create analytics models.  Random Forests 

Report 

Specification 
Results Formatting [22] 

Most if not all analytics projects produce a report that is given to 

the clients as a project artifact. Therefore, formatting this report 

most acceptably is vital to client satisfaction. 

Graphical 

Results 

Box Plot 

[23] 

The visualizations used within a data analytics project are not the 

most vital characteristic, but they determine how well the 

findings are presented, therefore it is the culmination of the 

project. The visualization is dependent on the characteristics 

within the acquisition and analysis phase. 
Bar Chart  

Interactive 

Results 
Tableau Dashboard [24] 

Various interactive software tools, such as business intelligence 

dashboards, can be applied to produce a result of the analytics, 

one of the tools that are used for this is Tableau. 

Created 

Model(s) 

Predictive Analytics 

Model for the Power 

Consumption in 

Manufacturing 

[25] 

Some analytics projects result in the creation of models that have 

been trained using data. The model(s) that have to be created as 

a result of the analytics project must be defined.  

Method 

Used for 

Verification/

Validation of 

Results 

k-Fold Cross 

Validation 
[26] 

Once the result of the analytics project is created there can be a 

need to test it. The method used to verify the results must be 

defined. 
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3 The Analysis of Analytics Cases 

This section demonstrates the analysis of analytics project cases and introduces generic 

requirements for descriptive, diagnostic, predictive, and prescriptive analytics projects. For each 

analytics type, four projects (referred to as cases) were analyzed to gather the generic requirements 

and one case was used to test their applicability. The analysis was carried out by analyzing 

published research articles that relate to the analytics project cases (associated with search terms 

‘Diagnostic Analytics,’ ‘Descriptive Analytics,’ ‘Predictive Analytics,’ and ‘Prescriptive 

Analytics’) that were present in bibliographic databases IEEE Xplore and ScienceDirect. The 

process of analysis is illustrated for one project of descriptive analytics (in Subsection 3.1). The 

description of the analysis of the other projects (cases), which was done in the same way, is 

available on GitHub [27]. In the analysis, all requirements are organized according to the analytics 

project phases so that all phases can be respected from the very beginning of the project. 

Subsections 3.1–3.4 present the sets of generic requirements that can be used as requirements 

acquisition templates for the respective types of analytics. 

3.1 Descriptive Analytics Project Cases 

The form of analysis is demonstrated here in one of the descriptive analytics projects (Case 1) 

“Students’ perceptions of a community health advocacy skills building activity: A descriptive 

analysis” [28]. The analysis produced the following results [6]. 

Initiation phase:  

Pro requirement 1.1: This analytics project must “explore students’ perceptions of the benefits 

of a discussion activity about a controversial health issue, and to describe the impact of the 

opportunities to form valid arguments using empirical evidence on students’ perceptions of their 

ability to be advocates”. 

Gen requirement 1.1: An analytics project must have a clearly defined goal. 

Pro requirement 1.2: The methods used in this project will consist of “students were invited to 

provide feedback on their perceptions of activity benefits. Descriptive analyses were conducted”. 

Gen requirement 1.2: The analytics project must have a clearly defined strategy that will be 

used to achieve the mentioned goal. The main point of emphasis is what type of data analytics will 

be required to achieve the goal.  

Acquisition phase:  

Pro requirement 1.3: This project will use “post assignment survey” and “included questions 

asking how much the activity helped the student learn the following advocacy skills: (1) form a 

valid argument using scientific evidence; (2) use credible sources when forming opinions; and (3) 

begin to see themselves as advocates for improving the health of individuals and communities.” 

Gen requirement 1.3: The data analytics project must have a source(s) of data and how it will 

be collected.  

Analysis phase:  

Pro requirement 1.4: The project will carry out descriptive analysis by using “Descriptive 

statistics”.  

Gen requirement 1.4: The specific method(s) that will be used to carry out the analysis must be 

selected.  

Pro requirement 1.5: The project will use IBM’s “SPSS” software to conduct descriptive 

statistics.  

Gen requirement 1.5: The software or tools that will be used to carry out the analysis must be 

explicitly mentioned. 

Presentation phase:  

Pro requirement 1.6: The insights provided by the data analytics project will be presented in the 

form of a bar chart showing the “frequency distribution” for each of the responses by each category 

of students (graduate or undergraduate). 
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Gen requirement 1.6: If and how the findings of the data analysis must be visualized should be 

defined. 

Four other cases analyzed are listed below: 

• Alopecia areata: Descriptive analysis in a Brazilian sample [29] (Descriptive Analytics 

Case 2). 

• Restaurant closures during the COVID-19 pandemic: A descriptive analysis [30] (Descriptive 

Analytics Case 3). 

• Descriptive analytics using visualization for local government income in Indonesia [31] 

(Descriptive Analytics Case 4). 

• Factors contributing to coronavirus disease 2019 vaccine hesitancy among healthcare workers 

in Iran: A descriptive-analytical study [32]. (Descriptive Analytics Case 5; this case was used 

for testing the applicability of the generic requirements). 

The results of the analysis of all descriptive analytics cases are available in the file “Descriptive 

Analytics Case Study Analyses.pdf” on GitHub [27]. 

Through the analysis of Cases 1–4, the following generic requirements for descriptive analytics 

projects were defined, with Gen(des) denoting that the generic requirements relate to descriptive 

analytics projects: 

Initiation phase 

1. Gen(des) requirement 1.1: An analytics project must have a clearly defined goal. 

2. Gen(des) requirement 1.2: The analytics project must have a clearly defined strategy that will 

be used to achieve the defined goal.  

3. Gen(des) requirement 3.1: The level of detail and technicality required when describing the 

analytics methods used within the project must be defined based on the knowledge level of 

the client(s). 

Acquisition phase 

4. Gen(des) requirement 1.3: The analytics project must have a source(s) of data and an approach 

to how it will be collected.  

5. Gen(des) requirement 2.1: The permissions regarding the use of incomplete data sets must be 

defined within the context of the analytics project.  

6. Gen(des) requirement 3.2: How data was collected from the data source must be defined for 

an analytics project. 

7. Gen(des) requirement 4.1: The data contained within the data source must be defined as well 

as which of that data will be used for the data analytics.  

8. Gen(des) requirement 4.2: Specification regarding the ETL (Extract Transform Load) must be 

defined for analytics projects.  

9. Gen(des) requirement 4.3: How data warehousing is carried out in the analytics project, and 

then the specifications regarding the data warehouse must be specified. 

Analysis phase 

10. Gen(des) requirement 1.4: The specific method(s) that will be used to carry out the analysis 

should be selected.  

11. Gen(des) requirement 1.5: The software or tools that will be used to carry out the analysis 

must be explicitly defined.  

12. Gen (des) requirement 3.3: To be used practices that relate to the reliability of analysis 

results must be defined for the analytics project.  

Presentation phase 

13. Gen(des) requirement 1.6: How the findings of the analysis must be visualized should be 

defined. 

14. Gen(des) requirement 4.4: How the findings of the analysis can be used must be defined. 

These generic requirements can form a requirements template that can be used to define values 

for attributes of data analytics projects. The relationships between the analytics project attributes 
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and the generic requirements for descriptive analytics are represented using a requirement-attribute 

relationship graph (Figure 1). The colored arrows in this model represent which attributes can be 

defined by each descriptive analytics’ generic requirement, based on whether the project (Pro) 

requirement defined to satisfy a generic (Gen) requirement will be able to indicate the value for a 

specific attribute. For instance, in the analytics case 1 discussed at the beginning of this subsection, 

in the case of Pro requirement 1.1, it can be concluded that the project context is ‘health care 

education’ and the Object of interest is students’ perceptions of the benefits of a discussion activity 

about a controversial health issue. 

 

Figure 1. Relationships between generic requirements for descriptive analytics and the analytics project 

attributes 

3.2 Diagnostics Analytics Project Cases 

Similarly, as for descriptive analytics, five diagnostic analytics projects were analyzed: 

• Diagnostic Analysis for outlier detection in big data analysis [33] (Diagnostic Analytics 

Case 1). 

• Diagnostic analysis of regional ozone pollution in Yangtze River Delta, China: A case study 

in Summer 2020 [34] (Diagnostic Analytics Case 2). 

• Mixed logit model-based diagnostic analysis of bicycle-vehicle crashed at daytime and 

nighttime [35] (Diagnostic Analytics Case 3). 

• Diagnostic analysis of distributed input and parameter datasets in Mediterranean basin 

streamflow modeling [36] (Diagnostic Analytics Case 4). 

• Diagnostic analysis of a single-cell proton exchange membrane unitized regenerative fuel cell 

using numerical simulation [37] (Diagnostic Analytics Case 5; this case was used for testing 

the applicability of the derived generic requirements). 

The results of the case analysis are available in the file “Diagnostic Analytics Case Study 

Analyses.pdf” on GitHub [27]. Through the analysis of the diagnostic analytics cases (projects), 

the following generic requirements for diagnostic analytics projects Gen(dia) were defined:  

Initiation phase: 

1. Gen(dia) requirement 1.1: The analytics project must have a clearly defined goal. 

2. Gen(dia) requirement 1.2: The analyst must be aware of the level of expertise of the client and 

define the key terminology within the context of the data analytics project accordingly. 
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3. Gen(dia) requirement 1.3: The analytics project must have a clearly defined system/object on 

which the analysis is carried out.  

4. Gen(dia) requirement 1.4: The analytics project must have a quantitative metric(s) that is used 

to evaluate the system.  

5. Gen(dia) requirement 4.1: The analytics project must define how the results of the data 

analysis will be validated or verified.  

Acquisition phase: 

6. Gen(dia) requirement 1.5: The analytics project must have defined which data sets will be 

used, and where and how these data sets will be acquired. 

7. Gen(dia) requirement 1.6: The properties of the dataset that is used within the analytics project 

must be defined.  

8. Gen(dia) requirement 2.1: The model(s) used within the analytics project, along with what 

said models are used for, must be defined for a diagnostic analytics project. 

9. Gen(dia) requirement 4.2: The derived data used in the analytics project must be defined. 

Analysis phase: 

10. Gen(dia) requirement 1.7: The method that will be employed to carry out the analysis must 

be defined.  

11. Gen(dia) requirement 1.8: An analytics project must have an in-depth definition of the 

method that will be used to carry out the analytics. This includes specific equations that will 

be used and the variables within said equations.  

12. Gen(dia) requirement 2.2: The analytics project must have clearly defined tools that are 

going to be used and what those tools will be used for.  

Presentation phase: 

13. Gen(dia) requirement 1.9: The graphical representations that are required when presenting 

the analytic results must be defined. 

14. Gen(dia) requirement 1.10: The format in which the results of an analytics project are 

textually presented must be defined.  

15. Gen(dia) requirement 3.1:  The format by which the different causes of the issue must be 

categorized, must clearly be stated when presenting the results of the analytics project.  

Figure 2 shows the relationship between the generic requirements for diagnostic analytics 

projects and the attributes of the analytics project.  

 

Figure 2. Relationships between generic requirements for diagnostic analytics and the analytics project 

attributes 
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As in Figure 1, the colored arrows represent which attributes can be defined by each diagnostic 

analytics generic requirement. The model in Figure 2 shows that attributes relating to the ‘Creation 

of models’ and ‘Interactive results’ are not defined by the generic requirements. This indicates that 

diagnostic analytics projects rarely result in the creation of models or interactive results. 

Additionally, there is an emphasis placed on the selection of a system(s)/object(s) as well as the 

appropriate measures to represent the object(s)/system(s) that the diagnostic analytics is being 

carried out on, which is shown by the three generic requirements that are used to define it. This 

means that in diagnostic analytics, more specific than in descriptive analytics, information is 

required to properly define the attribute relating to the selection of an object or a system and to 

define the appropriate measure(s) used to evaluate the system. 

3.3 Predictive Analytics Project Cases 

Also, for predictive analytics, five predictive analytics projects were analyzed: 

• Predictive analytics using big data for increased customer loyalty: Syriatel Telecom company 

case study [38] (Predictive Analytics Case 1). 

• Operating data-driven predictive analytics for tele-diagnosis of refrigeration systems: A Case 

Study [39] (Predictive Analytics Case 2). 

• A Case Study of Sri Lanka oil price fluctuations and its influencing factors using predictive 

analytics [40] (Predictive Analytics Case 3). 

• Predictive analytics of donors in crowdfunding platforms: A case study on Donorschoose.org 

[41] (Predictive Analytics Case 4). 

• Automation in financial reporting by using predictive analytics in SAP Analytics Cloud for 

gold mining industry: a Case study [42] (Predictive Analytics Case 5; this case was used for 

testing the applicability of the derived generic requirements). 

The results of the case analysis are available in the file “Predictive Analytics Case Study 

Analyses.pdf” on GitHub [27]. Through the analysis of the predictive analytics cases (projects), 

the following generic requirements for predictive analytics projects Gen(prd) were defined:  

Initiation phase: 

1. Gen(prd) requirement 1.1: The goal of the analytics project must be defined. 

2. Gen(prd) requirement 1.2: The object to which the analytics is directed must be defined. 

Acquisition phase: 

3. Gen(prd) requirement 1.3: The sources of data that will be utilized in the analytics project 

must be defined. 

4. Gen(prd) requirement 1.4: The features that will be used to train the model must be defined. 

5. Gen(prd) requirement 1.5: The feature selection methods utilized in the analytics project must 

be defined. 

6. Gen(prd) requirement 1.6: The tools and software used for acquiring and storing the data must 

be defined along with their utility within the project. 

7. Gen(prd) requirement 4.1: The analytics project must define all preprocessing done to the data 

before being it inputted into the predictive model. 

Analysis phase: 

8. Gen(prd) requirement 1.7: The model(s)/algorithm(s) that must be used within the analytics 

project must be defined. 

9. Gen(prd) requirement 1.8: The tools and software to be used to develop the model must be 

defined along with their utility within the project. 

10. Gen(prd) requirement 1.9: The performance measures used to evaluate any created models 

must be defined alongside the acceptable ranges for the values of these measures. 
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Presentation phase: 

11. Gen(prd) requirement 1.10: The output(s) of the model must be defined alongside the 

excepted utility of the models’ outputs. 

12. Gen(prd) requirement 2.1: The analytics project must specify the medium (mobile 

application, analytics dashboard, or report) by which the created analytics model is used. 

Figure 3 shows the relationship between the generic requirements for predictive analytics 

projects and the attributes of the analytics projects. The colored arrows in this model represent 

which attributes can be defined by each predictive analytics generic requirement. All the attributes 

can be defined using the generic requirements especially those relating to usage and creation of 

models. Additionally, the generic requirement relating to the definition of the goal of the analytics 

project can be applied to define the type of analytics to be used (the case study analysis revealed 

that the definition of the project goal always uses to word ‘predict’).  

 

Figure 3. Relationships between generic requirements for predictive analytics and the analytics project 

attributes 

3.4 Prescriptive Analytics Project Cases 

Similarly to other types of analytics, five prescriptive analytics projects were analyzed: 

• Case studies of clinical decision-making through prescriptive models based on machine 

learning [43] (Prescriptive Analytics Case 1). 

• Study on facility location of air taxi skyports using a prescriptive analytics approach [44] 

(Prescriptive Analytics Case 2). 

• Optimizing outpatient appointment system using machine learning algorithms and scheduling 

rules: A prescriptive analytics framework [45] (Prescriptive Analytics Case 3). 

• Prescriptive analytics in public-sector decision-making: A framework and insights from 

charging infrastructure planning [46] (Prescriptive Analytics Case 4). 

• Design and evaluation of a process-aware recommender system based on prescriptive 

analytics [47] (Prescriptive Analytics Case 5; this case was used for testing the applicability 

of the derived generic requirements). 

The results of the case analysis can be found in the file “Prescriptive Analytics Case Study 

Analyses.pdf” on GitHub [27]. Through the analysis of the prescriptive analytics case (projects), 

the following generic requirements for prescriptive analytics projects Gen(prs) denoting generic 

requirements for prescriptive analytics projects were defined (it should be noted that prescriptive 
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analytics utilizes predictive models, and therefore some generic (Gen) requirements were defined 

relating to predictive models):  

Initiation phase: 

1. Gen(prs) requirement 1.1: The goal of the analytics project must be defined. 

2. Gen(prs) requirement 1.2: The object to which the analytics is directed must be defined. 

Acquisition phase: 

3. Gen(prs) requirement 1.3: The sources of data that will be utilized in the analytics project must 

be defined. 

4. Gen(prs) requirement 1.4: The features that will be used to train the model must be defined. 

Analysis phase: 

5. Gen(prs) requirement 1.5: The predictive model(s)/algorithm(s) that must be used within the 

analytics project must be defined. 

6. Gen(prs) requirement 1.6: The expected output of the predictive analytics model must be 

defined for the analytics project. 

7. Gen(prs) requirement 1.7: The performance measures for the created predictive 

model/algorithm must be defined in the project. 

8. Gen(prs) requirement 1.8: The method/model(s) used to create the prescriptive analytics 

model or algorithm must be defined. 

9. Gen(prs) requirement 1.9: The performance measures for the created prescriptive 

model/algorithm must be defined for the analytics project. 

10. Gen(prs) requirement 1.10: The method used to define hyperparameters for the predictive 

analytics model(s)/algorithm(s) must be defined. 

11. Gen(prs) requirement 2.1: The tools/software used within the project must be defined. 

Presentation phase: 

12. Gen(prs) requirement 1.11: The output of the model must be defined alongside the 

excepted utility of the models’ outputs. 

Figure 4 shows the relationships between the generic requirements for prescriptive analytics 

projects and the attributes of the analytics project.  

 

Figure 4. Relationships between generic requirements for prescriptive analytics and the analytics project 

attributes 
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The colored arrows in Figure 4 depict which attributes can be defined by each generic 

requirement. The graph shows that attributes relating to graphical results, interactive results, 

analytics type, report specification, and data extraction are not defined by the generic requirements. 

This indicates that prescriptive analytics projects might not have complex data extraction processes 

and they might not focus on the visual or textual results they create. There is also a higher emphasis 

on the creation, use, and validation of models evidenced by a higher number (relative to predictive 

analytics) of the generic requirements defining the attributes ‘Models used’ and ‘Methods used for 

verification of results’. This is likely due to prescriptive analytics projects utilizing/creating more 

than one model within their projects, where at least one model is used to predict future outcomes 

and at least one other model to prescribe the best course of action based on the predictions.  

3.5 Definition of Requirements Template Based on Analytics Project Attributes 

The generic requirements presented in Section 3 can be put into two groups. One group consists 

of requirements common to all analytics types;  another group consists of requirements that refer 

to only one or some analytics types but not all. To better understand the impact of requirements 

on analytics project attributes by analytics type, Table 2 was created based on the analytics 

requirements-attribute graphs (Figures 1–4). Table 2 shows which generic requirements in the 

requirements templates defined which analytics project attributes (Table 1). An example of how 

Table 2 was created is that Gen(des) 1.1, Gen(dia) 1.1, Gen(prd) 1.1, and Gen(prs) 1.1, which 

define such attributes as the project context/field and the project documentation, all are represented 

in the same rows of the table (Project Context Field and Project Documentation).   

Table 2. Relationship between generic requirements and analytics project attributes 

 
Generic requirements that define the attribute 

Analytics Project Attribute Descriptive 

(Gen(des)) 

Diagnostic 

(Gen(dia)) 

Predictive 

(Gen(prd)) 

Prescriptive 

(Gen(prs)) 

Project Context/Field 1.1 1.1 1.1 1.1 

Object/System/Measure of interest 1.1 1.1 1.3 1.4 1.1 1.2 1.1 1.2 

Analytics type 1.2 1.7 1.1 N/A 

Project Documentation 1.1 1.1 1.3 1.1 1.1 

Data types used 4.1 1.6 1.4 1.4 

Dataset(s) used 4.1 1.5 4.2 1.4 1.5 1.4 

Data source(s) 2.1 1.5 1.3 1.3 

Data extraction technique 3.2 4.2 1.5 1.6 N/A 

Data Integration 4.2 4.3 N/A 4.1 N/A 

Analysis technique/method used 1.2 3.3 1.7 N/A 1.8 

Model(s) used for analysis N/A 2.1 1.7 1.6 1.10 

Algorithm(s) used for analysis 1.4 1.8 1.7 1.5 1.10 

Analysis tools/software 1.5 2.2 1.8 2.1 

Report Specification 3.1 4.4 1.2 1.10 3.1 2.1 N/A 

Graphical results 1.6 1.9 3.1 2.1 N/A 

Interactive results 1.6 N/A 2.1 N/A 

Created Model(s) N/A N/A 2.1 1.10 1.6 1.11 

Method(s) used for verification of 

results 

N/A 4.1 1.9 1.7 1.9 

Using Table 2 it is possible to create a common requirement template by organizing generic 

requirements from individual requirements templates presented in Section 3 for the different types 

of analytics based on the attributes they define. The common template shows in one group the 
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requirements that are the same for all types of analytics and in separate groups the requirements 

that are specific to the types of analytics.  

Thus, based on coverage of the attributes, it was possible to organize the requirements in a 

common generic requirements template where, for each project phase, the requirements that are 

present for all types of analytics are put separately from the analytics type-specific requirements. 

Table 3 shows a small excerpt of the common requirements template for the initiation phase of the 

project and two types of analytics (descriptive and diagnostic). The full common requirements 

template is available in the appendix. 

Table 3. A fragment of a template for generic requirements for analytics projects 

Requirement Types Analytics Project Phase 

Initiation 

Common (for all types 

of analytics)  

The goal of the analytics project must be defined, specifying the field/context of the 

project. 

The system(s)/object(s) on which the analysis is being carried out must be defined. 

If the results of the analytics project must be verified, specify the strategy that must be 

used to verify the results of the analysis. 

Descriptive Analytics 

Specific 

Gen (Des) 3.1: 

The level of detail and technicality required when describing the analytics methods used 

within the project must be defined based on the knowledge level of the client(s). 

Diagnostic Analytics 

Specific 

Gen (Dia) 1.4: 

The quantitative metric(s) that must be used to evaluate the object(s)/system(s) of 

interest must be defined.  

Gen (Dia) 1.2: 

The analyst must be aware of the level of expertise of the client and define the key 

terminology within the context of the data analytics project accordingly. 

The developed common generic requirements template is intended to be used as the basis for 

developing a tool supporting requirements definition for analytics projects. 

4 Validation Based on Real Estate Analytics 

In the authors’ previous work [6] the initial version of the generic requirements template 

(consisting of descriptive and diagnostic analytics) was applied in the pre-investigation phase of a 

multi-contextual real estate analytics project. With the help of the template, 13 new requirements 

were defined through an interview and a questionnaire that required a total investment of 70 

minutes by one of the stakeholders. Although the stakeholder commented that the defined 

requirements needed to be more specific, the generic requirements template aided as a starting 

point for the requirements definition process.  

Further, the proposed analytics project attributes and the generic requirements were tested using 

the related work consisting of reports on 20 real estate analytics research project cases. The 

attributes for these real estate analytics cases were defined by applying the requirements template 

to the research articles that described these cases. The defined attributes for each real estate 

analytics case are available in the file “Real_Estate_Analytics_Attributes.xlsx” on GitHub [27]. 

To achieve better visibility, the real estate analytics attribute models were created for some 

groups of attributes. These models represent the values for different analytics project attributes 

relating to real estate analytics cases (projects). One model demonstrates the values of multiple 

attributes. Creating a model for each attribute would result in the creation of 18 attribute models. 

In these models, the real estate analytics projects are represented in groups based on the type of 

analytics being conducted, given that the generic requirements templates are organized based on 

the types of analytics being conducted. The analysis of these 20 real estate analytics projects 

showed that these projects can be related to the requirements template and the attributes 

represented in Table 1. The created models showed additional utility as they gave a useful 

overview of the analytics projects in the domain of interest. For instance, the model in Figure 5 
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that represents the system/object/measure of interest within the analytics project can help identify 

which research projects/articles are related to the actual analytics project for which the 

requirements are defined. Thus, for the multi-contextual real estate analytics project which 

concerned the return on investment and the context of energy in the real estate domain, for 

instance, the papers ‘Return on Investment (ROI) of property rentals’ [48] and ‘Geographic 

information in relation to household energy’ [49] were identified. On the other hand, Figure 6 can 

be utilized to see what data sources were utilized for real estate analytics projects. Figure 7 shows 

what analysis methods/techniques and algorithms can be used in real estate analytics. Figure 8 can 

be used to see what models and interactive and graphical results can be created in analytics 

projects. The full-size models are available in the file ‘Real Estate Analytics Projects Models’ on 

GitHub [27]. 

The models like the ones that were used to validate the template can be developed, maintained, 

and used in parallel with the use of a generic requirements template to explore the related works 

in the domain of interest for achieving high-quality requirements. 

Additionally, the real estate analytics attributes were used to create semi-automated knowledge 

graphs that allow for the reuse of knowledge gained in research relating to data analytics [50], 

[51]. 

 

 

Figure 5. Real estate analytics attributes model for Object/System/Measure of Interest (purple nodes) and 

Project documentation (pink nodes) 
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Figure 6. Real estate analytics attributes model for data sources (yellow nodes) and extraction techniques 

(blue nodes) used 

 

Figure 7. Real estate analytics attributes model for analytics techniques/methods (pink nodes) and 

algorithms (purple nodes) used 
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Figure 8. Real estate analytics attributes model for the graphical (purple nodes), interactive(yellow), and 

models (green) results created by the analytics projects 

5 Conclusion  

This work seeks to extend previous research [6] that was done by the authors with the goal being 

the analysis of analytics project cases to define a generic requirements template for analytics 

projects. The previous work only considered descriptive and diagnostic analytics, while this work 

considered two other types of analytics (namely, predictive and prescriptive) to create a common 

generic requirements template that would apply to the majority of analytics projects. This common 

generic requirements template was built in relation to analytics project attributes which represent 

the different aspects of the analytics projects (e.g., data sources, data types, analytics algorithms, 

models, and visualization methods). The intended use of the common generic requirements 

template is to help in the definition of requirements within the initial(planning) stage of an 

analytics project while considering all aspects of an analytics project (represented by the analytics 

project attributes) by providing a checklist for the requirements that need to be defined. 

The created generic requirements template was then used to identify analytics project attribute 

values for 20 real estate analytics cases. The fact that the values for attributes could be defined for 

all projects demonstrates the requirements templates utility within analytics projects to define 

requirements and constraints relating to analytics project attributes which concern different aspects 

of analytics projects. Additionally, these attributes were then used to create attribute models that 

visually represent and help to analyze various aspects of the completed analytics projects such as 

object(s)/system(s)/measure(s) of interest, dataset and sources used, and results (models, 

interactive, graphical) created by the analytics project. These attribute models gave an insight into 

the state of the art of analytics in the particular domain, which is useful knowledge when defining 

new analytics projects. 

The results achieved so far contribute to the opportunity to develop a new requirements 

engineering tool that combines analytics attributes and an accompanying common generic 

requirements template and helps define requirements and attributes related to new data analytics 

projects. 

A “side effect” of this work is a created knowledge repository of real estate analytics projects in 

the form of attribute models that was possible thanks to the generic requirements template-based 
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way in which information relating to previously completed analytics projects was represented. 

Further research can leverage this effect to create new models for different domains of data 

analytics, such as, e.g., healthcare, that represent the preexisting works in the domain. There is 

also the possibility to generate more complex models in the form of related knowledge graphs 

representing different data analytics domains. 
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Appendix: Common generic requirements template for data analytics 

Requirement Types Analytics Project Phase 

Initiation Acquisition Analysis Presentation 

Common (for all 

analytics types) 

requirements 

The goal of the analytics project 

must be defined, specifying the 

field/context of the project. 

The analytics project must have 

defined dataset(s) that must be used 

to carry out the analysis specifying 

properties (data types, data 

columns/attributes) of a dataset. 

The algorithm(s) used for analysis 

within the analytics project must 

be defined, including specific 

equations and variables. 

The medium (written report, 

interactive dashboard, application) 

by which the results of the analysis 

(findings, model(s)) must be 

presented must be defined. 

The system(s)/object(s) on which 

the analysis is being carried out 

must be defined. 

The sources of data that can be used 

within the analytics project must be 

defined. 

If a model(s) is being created as a 

result of the analysis, the expected 

output(s) of the model(s) must be 

defined for the analytics project 

alongside the performance 

measures that will be used to 

evaluate the models' performance 

If a written report(s) must be 

formulated as a result of the 

analysis, the contents and the 

formatting of the written report(s) 

must be defined. 

If the results of the analytics project 

must be verified, specify the 

strategy that must be used to verify 

the results of the analysis. 

What data acquisition 

method(s)/technique(s), as well as the 

tool(s)/software(s), must be used to 

acquire the data from the data source, 

including what and how data is to be 

derived, must be specified. 

The tool(s)/software that must be 

used for analysis must be 

specified. 

The expected utility of the result(s) 

of the analytics project must be 

defined 

If data is from multiple sources, the 

data integration technique(s) that 

must be used to create the dataset(s) 

must be defined. 

 

If Extract, Transfer, Load (ETL) is 

needed, specifications regarding the 

process must be defined. 

If data warehousing is needed, 

specifications for data warehousing 

must be defined. 

Permissions regarding the use of 

incomplete data must be explicitly 

stated.  
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Requirement Types Analytics Project Phase 

Initiation Acquisition Analysis Presentation 

If preexisting mathematical/machine 

learning models must be used within 

the analytics project, what the 

model(s) are, the source(s) of the 

model(s), and how it must be utilized 

should be defined.  

Descriptive Analytics 

Specific 

The level of detail and technicality 

used when reports are being written 

to the stakeholders of the project 

must be defined, specifying 

terminology/jargon that will be 

used within the context of the 

analysis. 

 

 The specific method(s) that will 

be used to carry out the analysis 

should be selected.  

Gen (Des) 1.6:  

How the findings of the analysis 

must be visualized should be 

defined. 

 To be used practices that relate to 

the reliability of analysis results 

must be defined for the analytics 

project.  

Diagnostic Analytics 

Specific 

The analytics project must have a 

quantitative metric(s) that is used to 

evaluate the system.  

 Gen (Dia) 1.7:  

The method that will be employed 

to carry out the analysis must be 

defined.  

Gen (Dia) 1.9: 

The graphical representations that 

are required when presenting the 

analytic results must be defined. 

The analyst must be aware of the 

level of expertise of a client and 

define the key terminology within 

the context of the data analytics 

project accordingly. 

Gen (Dia) 3.1: 

The format by which the different 

causes of the issue must be 

categorized must clearly be stated 

when presenting the results of the 

analytics project.  

Predictive Analytics 

Specific 

 The features that will be used to train 

the model must be defined. 

  

Prescriptive Specific 

Requirements 

 The features that will be used to train 

the model must be defined. 

 

The method/model(s) used to 

create the prescriptive analytics 

model or algorithm must be 

defined. 

 

 


